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The details of the courses with code, title and the credits assign are as given below.
Course Category

CC: Compulsory Course, EC: Elective Course, AECC: Ability Enhancement Compulsory

Course

Course Code: First 3 Characters (Departmental Code), First digit (Course level), Next 2

digits (Serial of the course).

Semester — 1

S. Course Course t Title Typeof Course| L. | T | P | Credits
No. Code (CC/EQ)
1 CSC-101 | Computer  Fundamentals & CC 2 1 0 3
Programming in C
2 CSC-102 | C Programming Lab CC 0 0 2 1
Semester-11
S. Course Course Title Typeof Course| L | T | P | Credit
No. Code (CC/EC) S
1 CSC-103 | Object Oriented Programming CC 2 1 0 3
in C++
2 CSC-104 | C++ Programming Lab CC 0] 0 2 1
Semester — II1
S. Course Course Title Type of Course| L | T P | Credit
No. Code (CC/EC) S
1 CSC-201 | Data Structures CC 2 1 0 3
2 CSC-202 | Data Structure Lab CC 0] 0 2 1
Semester — IV
S. Course Course Title Typeof Course| L | T | P | Credit
No. Code (CC/EQ) S
1 CSC-203 | Database Management System CC 2 1 0] 3
2 CSC-204 | Database Management Lab CC 0] 0 2 1
Semester-V
S. Course Course Title Typeof Course| L | T | P | Credit
No. Code (CC/EC) S
1 CSC-301 | Computer Networks CC 3 0 2 4
2 CSC-302 | Operating System CC 3 1 0 4
3 CSC-303 | Software Engineering CC 3 1 0 4
4 Elective-I (Science) EC 3 0 0 3
5 Elective-1I EC 3 0 0 3
Total 18




Semester-VI

S. Course Course Title Type of Course| L T P | Credit
No. Code (CC/EC) S
1 CSC-304 | Design & Analysis of Algorithms CC 3 0 2 4
2 CSC-305 | Theory of Computation CC 3 0 0 3
3 CSC-306 | Computer Systems Architecture CC 3 0 0 3
4 CSC-307 | Project + Seminar CC 0] 0 4 2
5 Elective III (Science) EC 3 0 0 3
6 Elective IV EC 3 0 0 3
Total 18
Semester-VII
S. Course Course Title Typeof Course| L | T P | Credit
No. Code (CC/EC) S
1 CSC-401 | Introduction to Artificial CC 3 0 0 3
Intelligence
2 CSC-402 | Logic in Al CcC 4 0 0 4
3 CSC-403 | Probability & Statistics CC 4 o) 0 4
4 CSC-404 | Advanced Algorithms CC 3 0 0 3
5 CSC-405 | Professional Communication CC 2 0 0 2
6 CSC-406 | Artificial Intelligence Lab CC 0 0 2 1
7 CSC-407 | Advanced Algorithms Lab CC o) o) 2 1
8 CSC-408 | Programming Language Lab CC 0 0] 4 2
9 CSC-481 | Society AECC 0 0 2 1
Total 21
Semester — VIII
S. Course Course Title Type of L T | P | Credi
No. Code Course ts
(CC/EQ)
1 CSC-409 | Neural Networks CC 3 0 0 3
2 CSC-410 | Machine Learning CC 3 0 0 3
3 CSC-411 | Combinatorial Optimization CC 4 0] 0] 4
4 Elective-V EC 4 0 0 4
5 Elective-VI EC 3 0 0 3
6 CSC-412 | Research Seminar CC 0 2 0 1
7 CSC-413 | Neural Networks Lab CC 0 0 2 1
8 CSC-414 | Machine Learning Lab CC 0 0 2 1
9 CSC-482 | Fitness AECC 0 0 2 1
Total 21
Semester — IX
S. | Course Course Title Type of L Credits
No. Code Course
(CC/EQO)
1 CSC-501 | Data Mining CC 3
2 CSC-502 | Information Retrieval and Web CC 4
search
3 CSC-503 | Soft Computing CC 3
4 Elective-VII EC 3




5 Elective-VIII EC 3 0 o) 3
6 CSC-504 | Mini Project CC o) 0 4 2
7 CSC-505 | Data Mining Lab CC 0 0] 2 1
8 CSC-506 | Soft Computing Lab CC 0 0 2 1
Total ‘ 20
Semester — X
S. Course Course Title Type of Course| L | T P | Credits
No. Code (CC/EQ)
1 CSC-507 | Project Work in Industry or CC 0| 20 | 20 20
Institution
(16 week)
Total 20
List of Electives:
Third Year Fourth Year Fifth Year
Subject Subject Title Subject | Subject Title Subject Subject Title
Code Code Code
CSC-331 | Computer CSC-431 Web Technologies | CSC-531 | Programming in
Graphics Java
CSC-332 | Internet CSC-432 | Cloud Computing CSC-532 | Dot Net
Technologies Technologies
CSC-333 | E-Commerce CSC-433 Grid Computing CSC-533 | Compiler Design
CSC-334 | Open-Source CSC-434 | Ad-hoc Networks CSC-534 | Computing for
Operating Data Science
System
CSC-335 | Discrete CSC-435 Digital Image | CSC-535 | Software Defined
Structure Processing Networks
CSC-336 | Information CSC-436 Parallel Processing | CSC-536 | Mobile
Security Computing
CSC-437 | Natural Language | CSC-537 | Human
Processing Computer
Interaction
CSC-438 | High Performance | CSC-538 | Fractal Theory
Computing
CSC-439 | Game Theory CSC-539 | Software Agents
and Swarm
Intelligence
CSC-540 | Internet of
Things




Program Outcomes

PO1: To develop strong foundation in basic sciences useful in higher studies/ competitive
examinations.

PO2: To inculcate values and ethics for character building of individual.

PO3: To have a basic proficiency in a traditional computer languages to make students to be able to
write simple to intermediate programs and an ability to understand codes written in that
languages.

PO4: Design, analyze and solve problems in different domains like programming, networking,
database and computer hardware design.

POs5: Apply standard software engineering process and strategies in software project development
using open source programming environment to solve the real-world issues.

PO6: To have a basic proficiency in a traditional Al language including an ability to write simple to
intermediate programs and an ability to understand code written in that language.

PO7: Develop an understanding of how artificial intelligence algorithms and technologies are
designed, developed, optimized and applied to meet business objectives.

POS8: Learn to use a range of software systems that can be used to build reliable, scalable and
quality artificial intelligence solutions, and how to apply rigorous AI methodologies through
experimental design and exploratory modelling.

PO9: Acquaintance with latest trends in technological development and thereby innovate new ideas
and solutions to existing problems.

PO10: Get some development experience within a specific field of Computer Science, through
project work.

PO11: Apply creativity, critical thinking, analysis and research skills.
PO12: Designing and delivering an effective presentation in academic and professional work.

PO13: To prepare for placement by improving communication skills and team work, ability to
participate in debates, and discussions in the society constructively.

PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | POg | PO10 | PO11 | PO12

PO13

CSC-101 Computer
Fundamentals &
Programming in C

3

CSC-102 C
Programming Lab

EN-101 Language
and
Communication
Skills

IMM-112 Calculas I

Two Electives
(Physics/
Chemistry/ Stats/
Economics)
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CSC-103 Object
Oriented
Programming in
C++

CSC-104 C++
Programming Lab

CSC-105 ICT Lab

IMM-122 Calculas
1I

Two Electives
(Physics/
Chemistry/ Stats/
Economics)
CSC-201 Data
Structures

CSC-202 Data
Structure Lab

EVS-201
Environmental
Studies

PA-301
Introduction to
Public
Administration

Two Electives
(Physics/
Chemistry/ Stats/
Economics)

CSC-203 Database
Management
System

CSC-204 Database
Management Lab

Elective (Science/
Social Science)

Two Electives
(Maths/ Physics/
Chemistry/ Stats/
Economics)

CSC-301 Computer
Networks

CSC-302
Operating System

CSC-303 Software
Engineering

Open Elective of
Science Stream

Elective (Non-
Science)

CSC-304 Design &

Analysis of
Algorithms
CSC-305 Theory of
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CSC-306

Computer Systems




Architecture

CSC-307 Project +
Seminar

Open Elective of
Science Stream

Elective (Non-
Science)

CSC-401
Introduction to
Artificial
Intelligence

CSC-402 Logic in
Al

CSC-403
Probability &
Statistics

CSC-404 Advanced
Algorithms

CSC-405
Professional
Communication

CSC-406 Artificial
Intelligence Lab

CSC-407 Advanced
Algorithms Lab

CSC-408
Programming
Language Lab
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Networks

CSC-410 Machine
Learning

CSC-411
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CSC-412 Research
Seminar

CSC-413  Neural
Networks Lab

CSC-414 Machine
Learning Lab

CSC-501 Data
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CSC-502
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Retrieval and Web
search

CSC-503 Soft
Computing

CSC-504 Mini
Project

CSC-505 Data
Mining Lab




CSC-506 Soft
Computing Lab

CSC-507  Project
Work in Industry
or Institution

Electives (1, 2, 3, 4)




Detailed Syllabus

CSC-101: Computer Fundamentals & Programming in C

Course Outline: Basic understanding of computer fundamentals and various types of languages.
Various kinds of number representation and flow chart for easy understanding flow of an
algorithm. C-language basics, control and looping control structures.

UNIT - I: Introduction to Computer, Von Neumann Architecture, Generation of Computer,
Storage Device- Primary Memory and Secondary Storage, Random, Direct, Sequential access
methods. Concept of High-Level, Assembly and Low Level programming languages, Program
Development Steps, Representing Algorithms through flow chart, pseudo code.

Binary Codes: Binary arithmetic, Addition and subtraction of Integers and floating point numbers.
Multiplication of Integers. Gray code, BCD, Excess-3 and Excess-3 gray codes,

Concept of radix and representation of numbers in radix r with special cases of r=2, 8, 10 and 16
with conversion from radix r1 to radix r2. r’s and (r-1)’s complement. Representation of Integer in
sign-magnitude, signed 1’s and 2’s complement

UNIT-II : Structure of C program, A Simple C program, identifiers, basic data types and sizes,
Constants, variables, arithmetic, relational and logical operators, increment and decrement
operators, conditional operator, bit-wise operators, assignment operators, expressions, type
conversions, conditional expressions, precedence and order of evaluation.

Input-output statements, statements and blocks, if and switch statements, loops- while, do-while
and for statements, break, continue, goto and labels, programming examples.

UNIT-III: Designing structured programs, Functions, basics, parameter passing, storage classes-
extern, auto, register, static, scope rules, block structure, user defined functions, standard library
functions, recursive functions, header files, example ¢ programs.

UNIT - IV: Introduction to Arrays- concepts, declaration, definition, accessing elements, storing
elements, arrays and functions, two-dimensional and multi-dimensional arrays, applications of
arrays. String and String functions.

Derived types- structures- declaration, definition, Pointers- concepts, Character pointers and
functions, pointers to pointers, pointers and multidimensional arrays

Text/Reference Books

1. Ritchie & Kernighan, The C Programming language, ANSI C Version 2m Ed., PHI.

2. P. Dey, N. Ghosh, Computer Fundamentals and programming in C, 1st Edition, 2006 Oxford
University Press

3. Ashok Kamthane, Programming in C, 2nd Ed., Pearson 2011

4. Schildt, C- The Complete Reference, 4th Ed., TMH 2000

5. E. Balaguruswamy, Programming in ANSI C, 6th Ed., TMH 2012

6. V. Rajaraman, Fundamentals of Computers, 5th Ed. PHI, 2011.

7. P.K. Sinha (Fundamental of Computers) 6t Edition BPB Publications 2003

Course Outcomes:

1. To learn the basic principles of programming and software development.

2. To demonstrate the use of various structured Programming concepts with the help of
programs.

3. To enhance problem-solving and programming skills in C.

CSC-101 Computer | PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | POg | PO10 | PO11 | PO12 | PO13
Fundamentals &

Programming in C

CO1 3




CO2 3
COs3 3
CSC-102 C Programming Lab
Course Outcomes:
1. Learning logics and programming in ‘C’ Language.
CSC-102 C|PO1 | PO2 | PO3 | POg4 | PO5 | PO6 | PO7 | PO8 | PO9 | PO10 | PO11 | PO12 | PO13

Programming Lab

CO1

3

CSC-103: Object Oriented Programming in C++

COURSE OUTLINE

This course provides in-depth coverage of object-oriented programming principles and techniques
using C++. The course begins with a brief review of control structures and data types with
emphasis on structured data types and array processing. It then moves on to introduce the object-
oriented programming paradigm, focusing on the definition and use of classes along with the
fundamentals of object-oriented design. Other topics include overloading, data abstraction,
information hiding, encapsulation, inheritance, and polymorphism.

Prerequisites

e Experience with C language is a prerequisite.

Objectives:

The course is designed to provide complete knowledge of Object Oriented Programming through

C++ and to enhance the programming skills of the students by giving practical assignments to be

done in labs. The following are the main objectives of this course:

e To learn advanced features of the C++ programming language as a continuation of C
programming.

e To learn the basic principles of object-oriented design and software engineering regarding
software reuse and managing complexity.

e To demonstrate the use of various OOPs concepts with the help of programs.

e To enhance problem-solving and programming skills in C++.

UNIT I: Introduction to programming paradigms- (Process oriented and Object oriented).
Concept of object, class, objects as variables of class data type, difference in structures and class in
terms of access to members, private and public members of a class, data & function members.
Characteristics of OOP- Data hiding, Encapsulation, data security.

UNIT II: Basics of C++: Structure of C++ programs, introduction to defining member functions
within and outside a class, keyword using, declaring class, creating objects, constructors &
destructor functions, Initializing member values with and without use of constructors, simple
programs to access & manipulate data members, cin and cout functions. Dangers of returning
reference to a private data member, constant objects and members function, composition of
classes, friend functions and classes, using this pointer, creating and destroying objects
dynamically using new and delete operators. Static class members, container classes and iterators,
proxy classes

UNIT III: Operator overloading: Fundamentals, Restrictions, operator functions as class
members v/s as friend functions. Overloading stream function, binary operators and unary
operators. Converting between types.

UNIT IV: Inheritance: Base classes and derived classes, protected members, relationship between
base class and derived classes, constructors and destructors in derived classes, public, private and
protected inheritance, relationship among objects in an inheritance hierarchy, abstract classes,
virtual functions and dynamic binding, virtual destructors.

10




Multiple inheritance, virtual base classes, pointers to classes and class members, multiple class
members. Templates, exception handling.

Text/ References

E. Balagurusamy, Object Oriented Programming with C++, 5t Edition, TMH Education 2011

2. Robert Lafore, Object Oriented Programming, Pearson Publication 2008

3. Rajesh Kumar Shuka, Wiley Publication, 2008

4. Bjarne Stroustrup, The C++ Programming Language, 3’4 Edition, Pearson Publication 2002

-

Course Outcomes:

1. Tolearn advanced features of the C++ programming language as a continuation of C
programming.

2. To learn the basic principles of object-oriented design and software engineering regarding
software reuse and managing complexity.

3. To demonstrate the use of various OOPs concepts with the help of programs.

4. To enhance problem-solving and programming skills in C++.

CSC-103 Object | PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | POg | PO10 | PO11 | PO12 | PO13
Oriented
Programming in
C++
CO1 3
CO2 3
CO3 3
CO4 3
CSC-104 C++ Programming Lab

Course Outcomes:

1. Implementation of Object — Oriented Modelling in ‘C++’
CSC-104 C++ | PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PO9 | PO10 | PO11 | PO12 | PO13
Programming Lab
CO1 3

CSC-201: Data Structures

COURSE OUTLINE
The course focuses on basic and essential topics in data structures, including array-based lists,
linked lists, recursion, stack, queue, heaps, sorting algorithms, and binary tree.

Prerequisites

e Experience with C language is a prerequisite.

Objectives:

e To impart the basic concepts of data structures and algorithms.

To introduce various techniques for the representation of the data in the real world.
To understand basic concepts about the array, stacks, queues, lists, and trees.

To understand concepts about searching and sorting techniques.

To understanding writing algorithms and step by step approach in solving problems with the
help of fundamental data structures.

11




UNIT I: Arrays: Array as storage element, Row major & column major form of arrays,
computation of address of elements of n dimensional array. Arrays as storage elements for
representing polynomial of one or more degrees for addition & multiplication, sparse matrices for
transposing & multiplication

UNIT II : Stack, queue, dequeue, circular queue for insertion and deletion with condition for over
and underflow, transposition of sparse matrices with algorithms of varying complexity

UNIT III:Linear linked lists: singly, doubly and circularly connected linear linked lists insertion,
deletion at/ from beginning and any point in ordered or unordered lists. Comparison of arrays and
linked lists as data structures.

Linked implementation of stack, queue and dequeue. Algorithms for/of insertion, deletion of stack,
queue, dequeue implemented using linked structures. Polynomial representation using linked lists
for addition, Concepts of Head Node in linked lists.

Searching: Sequential and binary search.

UNIT IV:Non-Linear Structures: Trees definition, characteristics concept of child, sibling, parent
child relationship etc, binary tree: different types of binary trees based on distribution of nodes,
binary tree (threaded and unthreaded) as data structure, insertion, deletion and traversal of binary
trees, constructing binary tree from traversal results. B-Trees and introduction to B+ Trees. Graph,
Traversersing

Text/References:
1. An introduction to data structures with applications By Jean-Paul Tremblay, P. G.
Sorenson, TMH
2. A. Drozdek, Data Structures and Algorithms in C++, 3™ Edition, Course Technology
3. Data Structures in C & C++, Tanenbaum, PHI
4. S. Sahni, Data Structure Algorithms and Applications in C++, Wiley 2003.

Course Outcomes:

1. To impart the basic concepts of data structures and algorithms.

2. To introduce various techniques for the representation of the data in the real world.

3. To understand basic concepts about the array, stacks, queues, lists, and trees.

4. To understand concepts about searching and sorting techniques.

5. To understanding writing algorithms and step by step approach in solving problems with the

help of fundamental data structures.
CSC-201 Data | PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | POg | PO1o | PO11 | PO12 | PO13
Structures
CO1 3
CO2 3
CO3 3
CO4 3
CO5 3
CSC-202 Data Structure Lab

Course Outcomes:

1. Implementation of Data Structure concepts and algorithms in ‘C’
CSC-202 Data | PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | POg | PO10 | PO11 | PO12 | PO13
Structure Lab
CO1 3

12




CSC-203: Database Management System

Prerequisites to course:
e Object oriented and GUI programming
e Problem solving and structured programming

Objectives:

e The objective of the course is to present an introduction to database management systems,
with an emphasis on how to organize, maintain and retrieve - efficiently, and effectively -
information from a DBMS. Also provide fundamental knowledge of, and practical
experience with, database concepts. Include study of information concepts and the
realization of those concepts using the relational data model. Practical experience gained
designing and constructing data models and using SQL to interface to user DBMS packages.

UNIT-I: Introduction to database, Overview and History of DBMS, File System vs DBMS, Purpose
of Database, Overall System Structure, Entity Relationship Model, Mapping Constraints - Keys - E-
R Diagrams.

UNIT-II: Overview of Data Design Entities, Attributes and Entity Sets, Relationship and
Relationship Sets, Features of the ER Model-Key Constraints, Participation Constraints, Weak
Entities, Class Hierarchies, Aggregation.

Relationship Algebra: Selection and Projection, Set Operations, Renaming, Joints, Division,
Relation Calculus.

UNIT-III: Relational Database Design: Pitfalls, Normalization Using Functional, Dependencies,
First Normal Form, Second Normal Form, Third Normal Form and BCNF.

UNIT-IV: Structured Query Language (SQL), Basic Structure, Set Operations, Aggregate,
Functions, Date, Numeric, and Character Functions, Nested Sub queries, Modification of
Databases, Joined Relations.

Transaction Processing: ACID Properties, Concurrency Control, Recovery.

Text/References:

1. Elmasri R and Navathe SB, Fundamentals of Database Systems, 3rd Edition, Addison

Wesley, 2000.

2. Connolly T, Begg C and Strachan A, Database Systems, 2nd Edition, Addison Wesley, 1999

3. Ceri Pelagatti , Distributed Database: Principles and System - (McGraw Hill)

4. Simon AR, Strategic Database Technology: Management for the Year 2000, Morgan Kaufmann,

1995
5. A. Silversatz, H. Korth and S. Sudarsan: Database Cocepts 5th edition, Mc-Graw Hills 2005.

Course Outcomes:

1. The objective of the course is to present an introduction to database management systems, with
an emphasis on how to organize, maintain and retrieve - efficiently, and effectively - information
from a DBMS.

2. Also provide fundamental knowledge of, and practical experience with, database concepts.

3. Include study of information concepts and the realization of those concepts using the relational
data model.

4. Practical experience gained designing and constructing data models and using SQL to interface
to user DBMS packages.

CSC-204 Database
Management Lab

PO1

PO2

PO3

PO4

POs5

PO6

PO7

PO8

PO9

PO10

PO11

PO12

PO13

13




CO1

CO2

CO3

CO4

L |0 (W |

Course Outcomes:

CSC-204 Database Management Lab

1. Implementation of DBMS fundamentals in MySQL

CSC-204 Database | PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | POg | PO10 | PO11 | PO12 | PO13
Management Lab
CO1 3

14




V Semester

CSC-301: Computer Networks

Course outline: The designed course covers the topics of computer networks covers the
fundamentals of computer networks , basics of signals , convention of signals from analog to digital
and from digital to analog. Course will give introduction of OSI Model for computer
communication system and practical explore of communication protocol model which is TCP/IP
layer architecture. Course will cover detail functionalities and basic services provided by each and
every layer.

Objectives of the Course: -
e The course demonstrates OSI and TCP/IP Model.
e Clear understanding of Guided Media characteristics and various Network Topology and
Hardware building blocks.
Demonstration of challenges and issues in Data Link Layer functionalities.
Demonstration and Explanation of routing algorithms in Network Layer.
Demonstration of Various Application layer concepts.

UNIT I: Introduction to Networks and Layered Architectures (OSI, TCP/IP), Categories of
Networks Network performance measures e.g. bandwidth, latency, Delay/bandwidth product.
Transmission Media: Guided Media (twisted pair cable, Coaxial Cable, fibre optic cable), Unguided
media (radio waves, microwaves, infrared), Topology. Hardware building Blocks of a network e.g.
switches, routers, gateways etc.

UNIT II: Data Link Layer: Data Link Layer Design Issues - Error Detection and Correction.
Elementary data link protocols - Sliding Window Protocols - Protocols Verification - Channel
Allocation Problem- Multiple Access Protocols

UNIT III: Network Layer: Network Layer Design Issues- Routing Algorithms-Congestion Control
Algorithms- Quality of Service -Internetworking

Transport Layer: Transport Services — elements of transport protocols — simple transport
protocols.

UNIT IV: Application layers: Domain name system — Electronic mail — The World Wide Web.
Introduction to Network security.

Text/References:
1. Computer Networks, Andrew S. Tanenbaum , Fourth edition,PHI private Ltd, New Delhi , 2008
2. Computer Networking Top Down approach 3reditionBy Jim kurose and keithross

Course Outcomes:

1. The course demonstrates OSI and TCP/IP Model.

2. Clear understanding of Guided Media characteristics and various Network Topology and
Hardware building blocks.

3. Demonstration of challenges and issues in Data Link Layer functionalities.

4. Demonstration and Explanation of routing algorithms in Network Layer.

5. Demonstration of Various Application layer concepts.

CSC-301 Computer | PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | POg | PO10 | PO11 | PO12 | PO13
Networks
CO1 3 1
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CO2 3 1
COs 3 1
CO4 3 1
COs5 3 1
CSC-302: Operating System
Operating systems are the heart of the Computer system. They act as an interface between the
Hardware and the user. This course is designed to provide in-depth understanding of the operating
systems.
Course Objectives
e Provide basic understanding of the functions and types of operating systems.
e To introduce the concepts of process management, memory management, file management
and deadlocks.
e Do practical exercises on scheduling techniques.
o Laboratory exercises to be covered in Lab sessions.
UNIT-I: Introduction to Operating Systems, Types of operating systems, Multiprogramming,
Time-sharing systems, Operating system services, System calls and System programs, Storage
structures
UNIT II: Process concepts, process scheduling, operations on process, threads, Inter process
communication, precedence graphs, critical section problem, semaphores, classical problems of
synchronization, CP Scheduling.
UNIT-III: Memory Management, Single and multiple partitioned allocations, paging
segmentation, Virtual Memory Management, Demand paging and Page Replacement Algorithms
UNIT-IV: Deadlock: Introduction, problem, characterization, prevention, avoidance, detection,
recovery from deadlock, Methods for deadlock handling.
File concept, Access methods, Directory structure, allocation methods, free space management,
disk scheduling,
Text/References:
1. Abraham Silberschatz and P. B. Galvin - Operating system concepts — Addison Wesley
Publication
2. A. Tanunbaum, Modern Operating Systems, 3¢ Edition, Pearson Publication
Course Outcomes:
1. Provide basic understanding of the functions and types of operating systems.
2. To introduce the concepts of process management, memory management, file management and
deadlocks.
3. Do practical exercises on scheduling techniques.
4. Laboratory exercises to be covered in Lab sessions.
CSC-302 PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | POg | PO10 | PO11 | PO12 | PO13
Operating System
CO1 3 3
CO2 3 3
CO3 3 3
CO4 3 3
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CSC-303: Software Engineering
Prerequisites to course: Data base management system & operating system.

Objectives:- The Software Engineering course provides students with knowledge and skills that
enable them to design, code, test and manage quality-measured software systems. Software
Engineering major includes studying and practicing the software development process, in addition
to the algorithm and data process needed to develop innovative software that solves a specific
problem.
e Knowledge of basic SW engineering methods and practices, and their appropriate
application.
e A general understanding of software process models such as the waterfall and evolutionary
models.
¢ Understanding of software requirements and the SRS documents.
e Understanding of software testing approaches such as unit testing and integration testing.
e Understanding on quality control and how to ensure good quality software.

UNIT I: System Analysis: Characteristics, Problems in system Development, System Level project
Planning, System Development Life cycle (SDLC), computer system engineering & system analysis,
modeling the architecture, system specification. Capability Maturity Model Integration (CMMI)
UNIT II: Requirement Analysis: Requirement analysis tasks, Analysis principles, Software
prototyping and specification data dictionary finite state machine (FSM) models.
Structured Analysis: Data and control flow diagrams, control and process specification behavioural
modelling, extension for data intensive applications.
UNIT III: Software Design: Design fundamentals, Effective modular design: Data architectural
and procedural design, design documentation, coding — Programming style, Program quality,
quantifying program quality, complete programming example
UNIT IV: Testing Strategies and tactics: Testing fundamentals, strategic approach to software
testing, Validation testing, system testing, Black-Box testing, white-box testing and their types,
basic path testing.
Text/Reference Books

1. R.S. Pressman, Software Engineering: A Practitioner’s Approach, Mc Graw Hill

2. P.Jalote, An Integrated Approach to Software Engineering (II Edition)

3. KK Agarwal an Y. Singh, Software Engineering, New Age International Publishers

4. I. Somerville, Software Engineering, Addison Wesle, 2006

Course Outcomes:

1. The Software Engineering course provides students with knowledge and skills that enable them
to design, code, test and manage quality-measured software systems. Software Engineering
majorly includes studying and practicing the software development process, in addition to the
algorithm and data process needed to develop innovative software that solves a specific
problem.

2. Knowledge of basic SW engineering methods and practices, and their appropriate application.

3. A general understanding of software process models such as the waterfall and evolutionary
models.

4. Understanding of software requirements and the SRS documents.

5. Understanding of software testing approaches such as unit testing and integration testing.

6. Understanding on quality control and how to ensure good quality software.

CSC-303 Software | PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | POg | PO10 | PO11 | PO12 | PO13
Engineering

CO1 3 3

CO2 3 3

CO3 3 3
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CO4 3 3
CO5 3 3
CO6 3 3

1.

Open Elective of Science Stream
Course Outcomes:

To make the students learn about different streams of Science

Open Elective of | PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PO9 | PO10 | PO11 | PO12 | PO13
Science Stream
CO1 1 3 3
Elective (Non-Science)
Course Outcomes:
1. To get acquaintance with arts subjects.
Elective (Non- | PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | POg | PO10 | PO11 | PO12 | PO13
Science)
CO1 3 1

VI Semester

CSC-304: Design & Analysis of Algorithms
Outline of the Course:-

The proposed DAA course covers algorithm and its design strategies. The course will illustrate
complexity of designed algorithm in space and time of algorithms. Various Asymptotic notations
illustrated during the course. Designed strategies have explained by taking well known algorithms,
NP-Complete and NP-Hard topic explained.

Objectives:
¢ Demonstrate various algorithm analysis parameters to explain best, average and worst case.
e Various strategies to explain to design algorithms.
e Demonstration of various Graph Theory algorithms such as Minimal Spanning Tree and All
pair shortest Path.
¢ Demonstration of P and NP Complete Problems.

UNIT I: Definition & characteristics of algorithms, structures. Difficulties in estimating exact
execution time of algorithms. Concept of complexity of program. Asymptotic notations:
Big-Oh, theta, Omega- Definitions and examples, Determination of time and space
complexity of simple algorithms without recursion. Representing a function in asymptotic
notations.

UNIT II: Divide-and-conquer, Dynamic Programming, Greedy methods, Backtracking, Branch-
and Bound Technique.

UNIT III: Minimum Spanning Trees, Single-Source Shortest Paths, All-Pairs Shortest Paths,
Maximum Flow. String Matching, Computational Geometry.
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UNIT IV: P and NP class, NP-completeness and reducibility, NP-complete problems.

Text/References:

1. T. Cormen, C. Leiserson, R. Rivest. Introduction to Algorithms, Indian Reprint, PHI

2. V. Aho, J. Hopcraft, J. Ulmann. The Design and analysis of computer Algorithms. Addison
Wesley

3. S. Basse, A. V. Gelder, Computer Algorithms: Introduction to design and Analysis, 3rd., Pearson
Education Asia Pvt. Ltd.

Course Outcomes:

Demonstrate various algorithm analysis parameters to explain best, average and worst case.

2. Various strategies to explain to design algorithms.
3. Demonstration of various Graph Theory algorithms such as Minimal Spanning Tree and All pair
shortest Path.
4. Demonstration of P and NP Complete Problems.
CSC-304 Design & | PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | POg | PO10 | PO11 | PO12 | PO13
Analysis of
Algorithms
CO1 3 3
CO2 3 3
CO3 3 3
CO4 3 3

CSC-305: Theory of Computation

Prerequisites to course:

e Discrete structures and graph theory.
e Mathematical background.

Course Outline:

The proposed Course theory of computation illustrates various computational models to
perform scientific calculations. The proposed model describes how to design mathematical
function which admits an algorithm. In the proposed course one of the functions which are
membership to find an element belongs to set different classes of set or not. The proposed course
describes various kind of automata which are mathematical models to accept or reject sentences
belongs to various kinds of formal languages.

Objectives:

e Design various kinds of mathematical models to perform computing strategies.

¢ Demonstrate the various kinds of automata models to accept or reject strings belong to the
various kinds of formal languages.

e To identify the limitation of the proposed model and try to find the models overcome the
limitations.

¢ Understand various design principles of the computing models to estimate functioning of
models.

e Decide a function admits an algorithm or not, if it admits a function then develop a step by
step procedure.

e Learn Mathematical models and formal languages to develop compiler various phases such as
lexical phase and syntax phase.

e Basic understanding of Finite Automata, Push down Automata and Turing Machine Design.
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e Various forms to represent the formal languages and simplification of grammar.

UNIT I: Languages: Alphabets, string, language, basic operations on language, concatenation,
Kleene Star

UNIT II: Regular languages model: finite state machine (deterministic and non deterministic),
regular grammars, regular expressions, equivalence of deterministic and non deterministic
machine and of the three models; Properties: closure, decidability, minimality of automata.

UNIT III: Context Free Grammar, Derivation trees, Simplification of Context Free Grammar,
Chomosky Normal Form, Greibach Normal Form, pushdown automata and their equivalence,
Properties of Context Free Languages.

UNIT IV: Turing machines, grammars, recursive functions and their equivalence, language
acceptability, decidability, halting problem

Text/References:

1. Hofcroft J.E., Ullman J.D., Introduction to Automata Theory, Languages and Computation,
Narosa Publishing House.

2. Lewis H. R. and Papadimitriou C. H., Elements of the theory of computation, Pearson Education
Asia

3. Martin J. C., Introduction to Languages and the Theory of Computation, 2e, Tata McGraw-Hill .
4. Daniel I A Cohen, Introduction to computer Theory, Wiley II Edition

Course Outcomes:

Design various kinds of mathematical models to perform computing strategies.

2. Demonstrate the various kinds of automata models to accept or reject strings belong to the various
kinds of formal languages.
3. To identify the limitation of the proposed model and try to find the models overcome the
limitations.
4. Understand various design principles of the computing models to estimate functioning of models.
5. Decide a function admits an algorithm or not, if it admits a function then develop a step by step
procedure.
6. Learn Mathematical models and formal languages to develop compiler various phases such as
lexical phase and syntax phase.
7. Basic understanding of Finite Automata, Push down Automata and Turing Machine Design.
8. Various forms to represent the formal languages and simplification of grammar.
CSC-305 Theory of | PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PO9 | PO10 | PO11 | PO12 | PO13
Computation
CO1 3
CO2 3
CO3 3
CO4 3
CO5 3
CO6 3
CO7y 3
CO8 3

CSC-306: Computer Systems Architecture

Outline of the Course: -
The outline of the course is basic understand of circuit logic design and storage information in
various formats in the memory, various addressing modes and various registers.

Course objectives:
The course is designed to train the graduates in:
e Architecture of digital computers.
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e Architecture of various digital units of a computer.
e Usage of digital computers in industry and research.

UNIT1
Digital Logic, Number Systems & codes, Computer Arithmetic: Logic Gates, Boolean Algebra
Adder: Half Adder, Full Adder, Flip-flops: S-R, D, J-K and T- Flip Flop.

UNIT 11
Digital Component: Multiplexer, Decoder, Encoder, Registers: Shift Register, Counters, Floating
Point Arithmetic: Floating point representation, Add, Subtract, Multiplication, Division.

UNIT III

Register Transfer and Micro-operation: Register Transfer, Bus and Memory Transfers, Arithmetic
Micro-operation: Binary Adder, Binary Adder Sub tractor and Binary Incremental, Micro-
Operations: Logic and Shift, Instruction life cycle.

UNIT IV

Central Progressing Unit (CPU): General Register Organization, Control Word, Example of Micro
operation, Stack Organization: Register stack, Memory Stack, Reverse Polish Notation. Instruction
Formats, Three, Two, One, Zero Address Instructions, RISC Instructions, Addressing Modes, CISC
Characteristics and RISC Characteristics.

Text/References:
1. Computer System Architecture- M. Morris Mano, Pearson Publication 34 Edition, PHI
2. Computer Organizations and Architecture - William Stallings (Pearson Education Asia),
2008
3. Computer Organization and Architecture -John P. Hayes (McGraw -Hill), 1998
4. Computer Organization -V. Carl. Hamacher (McGraw-Hill), 2011
5. Nicolas Carter, Computer Architecture, Schaum’s Series, TMH

Course Outcomes:

1. Architecture of digital computers.

2. Architecture of various digital units of a computer.

3. Usage of digital computers in industry and research.
CSC-306 PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | POS | POg | PO10 | PO11 | PO12 | PO13
Computer Systems
Architecture
CO1 3 1
CO2 3 1
CO3 3 1

CSC-307 Project + Seminar
Course Outcomes:

1. To apply the concepts learned in developing a small software and learn to present the software.
CSC-307 Project + | PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | POg | PO10 | PO11 | PO12 | PO13
Seminar
CO1 3 2 3

Open Elective of Science Stream
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1.

Course Outcomes:

To make the students learn about different streams of Science

Open Elective of | PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PO9 | PO10 | PO11 | PO12 | PO13
Science Stream
CO1 1 3
Elective (Non-Science)
Course Outcomes:
1. To get acquaintance with arts subjects.
Elective (Non- | PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PO9g | PO10 | PO11 | PO12 | PO13
Science)
CO1 3 1
VII Semester

CSC-401: INTRODUCTION TO ARTIFICIAL INTELLIGENCE

Prerequisites to course: Discrete Mathematics, Software Engineering.

Objectives & Outline of the course: -

The objective of the course is to present an overview of artificial intelligence (AI) principles and

approaches. Develop a basic understanding of the building blocks of AI as presented in terms of

intelligent agents: Search, Knowledge representation, inference, logic, and learning. Students will
implement a small Al system in a team environment. The knowledge of artificial intelligence plays

a considerable role in some applications students develop for courses in the program.

1. To have a basic proficiency in a traditional AI language including an ability to write simple to
intermediate programs and an ability to understand code written in that language.

2. To have an understanding of the basic issues of knowledge representation and blind and
heuristic search, as well as an understanding of other topics such as minimax, resolution, etc.
that play an important role in Al programs.

3. To have a basic understanding of some of the more advanced topics of Al such as learning,
natural language processing, agents and robotics, expert systems, and planning.

UNIT 1: Introduction: Introduction to Al, Historical Development, Turing Test. Problem
Solving, Search Algorithms, State-space and Solution Space Search, State space as graph- state v/s
node; Evaluating Search Strategies- Time, Space, Completeness, Optimality.

Uninformed search: Breadth First Search, Depth First Search, Iterative Deepening Search, Bi-
directional Search, Uniform Cost Search.

UNIT 2: Informed search: Best First Search, Heuristic Search, A* Search, Admissible heuristic,
Consistent heuristic, optimality and admissibility, IDA* search, Weighted A* search and
inconsistency. Hill Climbing, Local Search, Simulated Annealing, local beam search and Genetic
Algorithm.

Adversarial search: Adversarial Search and Game Playing, Min-max Algorithm, Alpha-beta
pruning, partially observable games, stochastic games.
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UNIT 3: Constraint satisfaction problems: Introduction to CSPs, Constraint Networks,
Binary and non-binary constraints, qualitative and quantitative CSPs, Consistencies- Local and
global consistencies; Constraint propagation and generalizations — Related Methods: backtracking
search; dynamic programming; variable elimination; Handling Spatial and Temporal constraints.
AI planning: Introduction, complexity, PDDL, Domain Independent Planning, Domain
Description, PDDL (syntax), forward vs. backward search, planning graph. Graph Plan,

UNIT 4: Probabilistic reasoning: Uncertainties in AI; Markov random fields; Markov
networks; Baye’s Theorem; Bayesian networks — Concepts, Representation and Inference; Hidden
Markov Model and Dynamic Bayesian Network. Dempster-Shaffer Framework of Evidential
Reasoning.

BOOKS
1. Artificial Intelligence: A Modern Approach (third Edition): S. Russel and P. Norvig.

2.Artificial Intelligence: Foundation of Computational Agents: D Poole and AMckworth.

Course Outcomes:

1. To have a basic proficiency in a traditional AI language including an ability to write simple to
intermediate programs and an ability to understand code written in that language.

2. To have an understanding of the basic issues of knowledge representation and blind and heuristic
search, as well as an understanding of other topics such as minimax, resolution, etc. that play an
important role in Al programs.

3. To have a basic understanding of some of the more advanced topics of Al such as learning, natural
language processing, agents and robotics, expert systems, and planning.

CSC-401 Introduction to | PO1 PO2 | PO3 PO4 PO5 PO6 PO7 PO8
Artificial Intelligence

CO1 3

CO2 3

CO3 3
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CSC-402 LOGIC IN ARTIFICIAL INTELLIGENCE

Objectives & Outline of the Course:

After completion of this course students will be able to model a statement mathematically. The
purpose of this course is to prepare strong mathematical foundation for the courses of Artificial
Intelligence,

UNIT 1: Introduction to Logic; Classical logic: review of FOL and Propositional Logic; Logical
agents. Propositional Logic: Wumpus World, Syntax and Semantic of Propositional Logic,
Propositional Inference, Entailments, Truth Table Method, Normal Forms, Soundness, and
Completeness. Implicates/implicates, Knowledge Compilation; Refutation Completeness SAT-
Boolean Satisfiability; different approaches to SAT problems and its variants .

UNIT 2: First-Order Logic — inferences in First Order logic — forward chaining — backward
chaining — unification — resolution. Knowledge representation concepts; entailment, inference,
monotonicity, etc. Other Knowledge Representation Schemes.

UNIT 3 : Non-monotonic Logic and application of Non-monotonic Reasoning. Default Logic
Modal Logic. Verification and Model Checking, Linear-Temporal Logic, program verification.

UNIT 4: Modal logics & application. Uncertainties in logic.

BOOKS:
1. Arindama Singh, Logic for Computer Science.

Course Outcomes:

After completion of this course students will be able to model a statement mathematically.
The purpose of this course is to prepare strong mathematical foundation for the courses of
Artificial Intelligence.

CSC-402 Logic in Al PO1 PO2 | PO3 PO4 PO5 PO6 POy PO8
CO1 1 3
CO2 1 3
CO3 1 3
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CSC-403: PROBABILITY AND STATISTICS

Course Objectives

e To provide students with a formal treatment of probability theory.
e To equip students with essential tools for statistical analyses.
e To foster understanding through real-world statistical applications.

UNIT I: Probability Theory: Axioms of Probability theory, Probability Spaces, Conditional
Probability, random variables

UNIT II: Probability densities, joint densities, marginal densities, conditional densities
Expectation and covariances, Bayesian probabilities, Gaussian distribution.

UNIT III: Decision theory, Introduction to information theory, Exponential family of distribution
Nonparametric methods .

UNIT IV: Descriptive statistics, presentation of data, averages, measures of variation. Elementary
probability, binomial and normal distributions. Sampling distributions. Statistical inference,
estimation, confidence intervals, testing hypotheses, linear regression, and correlation.

BOOKS

1. Probability and Computing, by Michael Mitzenmacher and Eli Upfal, Cambridge University Press
2. Christopher M. Bishop. Pattern Recognition and Machine Learning, Springer, 2006. (For first
two chapters)

3. Artificial Intelligence: A Modern Approach (third Edition): S. Russel and P. Norvig.

Course Outcomes:

1. To provide students with a formal treatment of probability theory.
2. To equip students with essential tools for statistical analyses.
3. To foster understanding through real-world statistical applications.
CSC-403 Probability & | PO1 PO2 | PO3 PO4 PO5 PO6 PO7 PO8
Statistics
CO1 1 3
CO2 1 3
CO3 1 3

CSC-404: ADVANCED ALGORITHMS

Course Outline:-

Advanced Algorithm is seen as an imperical thoughts of design and analysis course which is a
fundamental and important part of computer science. This course introduces students to advanced
techniques for the design and analysis of algorithms, and explores a variety of applications
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1.

which cover several advanced topics like P,NP Complete problems, Btree, Fibonacci heaps, Disjoint
sets, hashing, network design, algorithms in machine learning, internet algorithms, and nearest
neighbor algorithms. It also boost various useful ideas, including randomization, probabilistic
analysis, amortized analysis, competitive analysis, eigenvalues, high dimensional geometry, and
random walks etc.

Course objectives:
The course is designed to train the graduates in:
e Advanced topics in algorithm.
e To develop concept, ideas for any problem.
e To be enable to formalize with theoretical computer algorithms.

Course Contents:

Unit-I: Design Paradigms Overview: Overview of complexity notations, Divide and Conquer
method, Greedy and Dynamic Programming, Backtracking, Branch and Bound, Max Flow Problem,
String Matching etc.

Unit-II: Randomized Algorithms and Parallel Algorithms: Randomized Algorithms: Las
Vegas and Monte Carlo algorithms, Applications on graph problems, Finger Printing, Pattern
Matching, Primality testing algorithm. Parallel Algorithms: Introduction, Models, speedup and
efficiency, sorting, merging, and searching etc. in parallel, parallel sorting networks, Odd-Even,
Bitonic etc.

Unit-III: Approximation Algorithms: Introduction, Combinatorial optimization,
approximation factor, PTAS, FPTAS, Approximation algorithms for vertex cover, set cover, TSP,
subset-sum problem etc., Analysis of the expected time complexity of the algorithms.

UNIT-IV: Theory of NP- Hard and NP-Complete Problems:
Definitions of P, NP, NP-Hard and NP-Complete Problems, Optimization and Decision Problems,
Reducibility, Cook's Theorem, Satisfiability problem, NP completeness reductions examples.

Text/References:

1. Introduction to Algorithms: T.H. Cormen, C.E.Leiserson and R.L. Rivest
2. Fundamentals of Algorithmics : G.Brassard and P.Bratley

3. Approximation Algorithms: Vijay V.Vazirani

4. Randomized Algorithms: R. Motwani and P.Raghavan

5. Parallel Computing: Theory and Practice: M. J. Quinn

6. Introduction to Parallel Computing: T. G. Lewis and H. El-Rewini

Course Outcomes:

Advanced topics in algorithm.

2. To develop concept, ideas for any problem.
3. To be enable to formalize with theoretical computer algorithms

CSC-404 Advanced | PO1 PO2 | PO3 PO4 POs5 PO6 PO7 PO8
Algorithms

CO1 2 1 3

CO2 2 1 3
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CSC-405 -PROFESSIONAL COMMUNICATION

Outline

The course has been designed keeping in mind the communicative needs of the students as lack of
proficiency and fluency of students is one of the major barriers in getting employment in the job
market.

Objectives

The objectives of the course are:

to make the student proficient and fluent in speaking

to enable the student to comprehend what is spoken and written
to ensure that they become fast readers

to make them handle basic correspondence effectively

to enhance their vocabulary base

Course Content:-

Grammar and Vocabulary:Tenses, subject—verb agreement.Sentence Analysis: Simple, Compound
and Complex sentences.Phrases: Adjective, Adverb and Noun Phrase, Clauses: Adjective, Adverb
and Noun Phrase. Voice, Narration, Gerund, Participle.

Oral Communication:

Listening Skill - Active listening, Barriers to active listening.
Speaking Skill-Stress patterns in English, Questioning skills, Barriers in Speaking.
Reading Skill-Skimming, Scanning, Intensive reading, linking devices in a text, Different versions
of a story/ incident.

Written communication:

Writing process, paragraph organization, writing styles.Types of Writing - Technical vs. creative;
Types of technical writing, Scientific Writing:Writing a Scientific Report Soft Skills: Body
Language— Gesture, posture, facial expression.
Group Discussion— Giving up of PREP, REP Technique.

Presentation Skills:

(i) How to make power point presentation (ii) Body language during presentation (iii) Resume
writing:Cover letter, career objective, Resume writing (tailor made)

Interview Skills:Stress Management, Answering skills.

BOOKS:

1. Advanced English Usage: Quirk & Greenbaum; Pearson Education.

2. Developing Communication Skills: Banerjee Meera & Mohan Krishna; Macmillan Publications,
1990.

3. Business Communication: Chaturvedi, P.D.; Pearson Publications.

4. Business Communication; Mathew, M.J.; RBSA Publications, 2005.

5. Communication of Business; Taylor, Shirley; Pearson Publications.

6. Soft Skills: ICFAI Publication

7. Collins English Dictionary and Thesaurus, Harper Collins Publishers and Times

8. Longman Language Activator, Longman Group Pvt Ltd

9. Longman Dictionary of contemporary English, Longman

10. The new Penguin Dictionary — a set of dictionaries of abbreviations, spelling, punctuation, plain
English, grammar, idioms, thesaurus, 2000.

11. New Oxford Dictionary.

12. Wren & Martin: High School English Grammar and Composition

13. Raymond Murphy: English Grammar in Use (4th edition)

14. Martin Hewings: Advanced Grammar in Use
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15. Betty Schrampfer: Understanding and Using English Grammar
Course Outcomes:

1. to make the student proficient and fluent in speaking

2. to enable the student to comprehend what is spoken and written

3. to ensure that they become fast readers

4. to make them handle basic correspondence effectively to enhance their vocabulary base

CSC-405 Professional | PO1 PO2 | PO3 PO4 POs5 PO6 PO7 POS8
Communication

CO1 3 3
CO2 3 3
CO3 3 3
CO4 3 3

CSC-408: Programming Language (Credits 02)

Any One of the following Language may be Chosen by the availability of the faculty.
Python/Java/.NET Frame work /MATLAB/ any other programming Language.

Outline of the Course: - Course Instructor can introduce any programming language based on
interest of students and Instructor can design set of programs to cover the fundamentals the
language chosen by the instructor and students. The set of lab assignments may be extend to meet
IT industry need based on the standard of the students.

Objective:
The basic objective of the course to learn programming fundamentals and language constructor in
the selected language during the course.

Course Outcomes:

1. The basic objective of the course to learn programming fundamentals and language constructor in
the selected language during the course.

CSC-408  Programming | PO1 PO2 | PO3 PO4 POs5 PO6 PO7 PO8
Language Lab

CO1 2 3 3
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VIII Semester
CSC-409: Neural Networks

Neural Networks is an emerging paradigm that tries to simulate human brain. Different learning
algorithms like Error correction learning, hebbian learning, Boltzmann and Competitive learning
allow the networks to learn and adapt. Networks like Multilayer perceptron using back propagation
and Self-organizing maps allow neural networks to solve real life problems. Concepts related to
deep learning aide to the emerging trends.

Course Objectives
e To introduce some of the fundamental techniques and principles of neural networks.
e To investigate some common models and their applications.
e Discuss concepts related to Deep Learning.
o Laboratory exercises to cover in Lab sessions.

UNIT 1: Introduction: What is a neural network? Human Brain, Models of a Neuron, Neural
networks viewed as Directed Graphs, Network Architectures, Knowledge Representation, Artificial
Intelligence and Neural Networks.

Learning process: Error Correction learning, Memory based learning, Hebbian learning,
Competitive, Boltzmann learning, Credit Assignment Problem, Memory, Adaption, Statistical
nature of the learning process.

UNIT 2: Adaptive filtering problem, Unconstrained Organization Techniques, Linear least square
filters, least mean square algorithm, learning curves, Learning rate annealing techniques,
perception —convergence theorem, Relation between perception and Baye’s classifier for a
Gaussian Environment; Multilayer Perceptron- Back propagation algorithm XOR problem,
Heuristics, Output representation and decision rule, Computer experiment, feature detection, Back
propagation and differentiation, Hessian matrix, Generalization, Cross validation, Network
pruning Techniques, Virtues and limitations of back propagation learning, Accelerated
convergence, supervised learning.

UNIT 3: Self-organization maps: Two basic feature mapping models, Self-organization map,
SOM algorithm, properties of feature map, computer simulations, learning vector quantization,
Adaptive pattern classification, Hierarchal Vector quantizer, contextual Maps Hopfield models.

UNIT 4: Introduction to Deep Learning.

BOOKS:

1. Neural networks A comprehensive foundations, Simon Haykin, Pearson Education 2nd Edition
2004.

2. Artificial neural networks - B.Vegnanarayana Prentice Halll of India P Ltd 2005

3. Neural networks in Computer intelligence, Li Min Fu TMH 2003.

Course Outcomes:

To introduce some of the fundamental techniques and principles of neural networks.

2. To investigate some common models and their applications.
3. Discuss concepts related to Deep Learning.

CSC-409 Neural Networks | PO1 PO2 | PO3 PO4 POs5 PO6 PO7 PO8
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CO1 3 3 2
CO2 3 3 2
COs3 3 3 2

CSC-410: MACHINE LEARNING

Machine Learning Course Outline: Machine learning is the science of getting computers to act
without being explicitly programmed. In the past decade, machine learning has given us self-
driving cars, practical speech recognition, effective web search, and a wvastly improved
understanding of the human genome and a lot of other applications. In this course, you will learn
about the most effective machine learning techniques, and gain practice implementing them and
getting them to work for yourself. More importantly, you'll learn about not only the theoretical
underpinnings of learning, but also gain the practical know-how needed to quickly and powerfully
apply these techniques to new problems. The course will also draw from numerous case studies
and applications, so that you'll also learn how to apply learning algorithms to building smart
systems, text , computer vision, medical informatics, audio, database mining, and other areas.
Objective of the Machine Learning Course:

e The objective is to familiarize the audience with some basic learning algorithms and
techniques and their applications, as well as general questions related to analyzing and
handling large data sets.

e Several libraries and data sets are publicly available, that will be used to illustrate the
application of machine learning algorithms.

e The emphasis will be on machine learning algorithms and applications, with some broad
explanation of the underlying principles.

e To develop the basic skills necessary to pursue research in machine learning.

e To develop the design and programming skills that will help you to build intelligent,
adaptive artifacts.

UNIT 1: Basics: Introduction to Machine Learning - Different Forms of Learning, Basics of
Probability Theory, Linear Algebra and Optimization. Regression Analysis: Linear Regression,
Ridge Regression, Lasso, Bayesian Regression, Regression with Basis Functions.

UNIT 2: Classification Methods: Instance-Based Classification, Linear Discriminant Analysis,
Logistic Regression, Large Margin Classification, Kernel Methods, Support Vector Machines,
Multi-class Classification, Classification and Regression Trees.

Neural Networks: Non-linear Hypotheses, Neurons and the Brain, Model Representation, Multi-
layer Networks, Back-propagation, Multi-class Discrimination, Training Procedures, Localized
Network Structure, Deep Learning.

UNIT 3 : Graphical Models: Hidden Markov Models, Bayesian Networks, Markov Random Fields,
Conditional Random Fields. Ensemble Methods:Boosting - Adaboost, Gradient Boosting, Bagging -
Simple Methods, Random Forest. Clustering:Partitional Clustering - K-Means, K-Medoids,
Hierarchical Clustering - Agglomerative, Divisive, Distance Measures, Density Based Clustering —
DBscan, Spectral Clustering.

UNIT 4 : Dimensionality Reduction: Principal Component Analysis, Independent Component
Analysis, Multidimensional Scaling, and Manifold Learning.

Reinforcement Learning: Q-Learning, Temporal Difference Learning

BOOKS

Recommended Textbooks:

Pattern Recognition and Machine Learning. Christopher Bishop.

Machine Learning. Tom Mitchell.
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Additional Textbooks:

Pattern Classification. R.O. Duda, P.E. Hart and D.G. Stork.

Data Mining: Tools and Techniques. Jiawei Han and Michelline Kamber.

Elements of Statistical Learning. Hastie, Tibshirani and Friedman. Springer.

Course Outcomes:

1. The objective is to familiarize the audience with some basic learning algorithms and techniques
and their applications, as well as general questions related to analyzing and handling large data
sets.

2. Several libraries and data sets are publicly available, that will be used to illustrate the application of

machine learning algorithms.

3. The emphasis will be on machine learning algorithms and applications, with some broad

explanation of the underlying principles.

4. To develop the basic skills necessary to pursue research in machine learning.
5. To develop the design and programming skills that will help you to build intelligent, adaptive

artifacts.
CSC-410 Machine | PO1 PO2 | PO3 PO4 PO5 PO6 PO7 PO8
Learning
CO1 3 3 3
CO2 3 3 3
CO3 3 3 3
CO4 3 3 3
COs5 3 3 3
CSC-411: COMBINATORIAL OPTIMIZATION
Objectives:
o General understanding of optimization under constraints
o Develop knowledge and skills in linear and integer programming (LP&IP) and their
applications
o Knowledge and skills in the area of general nonlinear and convex optimization
. Knowledge and implementation of discrete optimization problems and their
algorithms
. Application of optimization tools in different domains of computing and data
science
UNIT 1

Linear Programming: Linear programming problem, Simplex method, Revised Simplex method,
Duality, Dual Simplex, Interior Point Method.
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5.

UNIT 2
Combinatorial Optimization Problems: Transportation problem, Assignment problem, Shortest
path problem, Knapsack problem, Local search, Max-Flow and Min-cost problem.

UNIT 3
Non-Linear Unconstrained Optimization.

UNIT 4

Queuing Models: Characteristics of Queuing Process, Poisson Process, Birth-Death Process, Single
Server Queues, Multi-Server Queues, Queues with Truncation, Finite-source Queues, Numerical
Techniques & simulation.

SUGGESTED BOOKS:
1. Combinatorial Optimization -Theory and Algorithms, Bemhard Korte, Jens Vygen.
2. Combinatorial Optimization, W.J. Cook, W.H. Cunningham, W.R. Pulleyblank, A. Schrijver

Course Outcomes:

General understanding of optimization under constraints

Develop knowledge and skills in linear and integer programming (LP&IP) and their applications
Knowledge and skills in the area of general nonlinear and convex optimization

Knowledge and implementation of discrete optimization problems and their algorithms
Application of optimization tools in different domains of computing and data science

CSC-411  Combinatorial | PO1 PO2 | PO3 PO4 POs5 PO6 PO7 POS8
Optimization

CO1 3 3

CO2 3 3

CO3 3 3

CO4 3 3

COs5 3 3

CSC-412: Research Seminar of Credit: o1

Outline: The students will be select a supervisor, as per the suggestion of student will select a
research field, in that field student will be instructed to read 2-3 base papers from reputed journals
form IEEE and Elsevier or any other peer reviewed journals
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Course Outcomes:

1. The students will be select a supervisor, as per the suggestion of student will select a research field,
in that field student will be instructed to read 2-3 base papers from reputed journals form IEEE
and Elsevier or any other peer reviewed journals

CSC-412 Research | PO1 PO2 | PO3 PO4 POs5 PO6 PO7 POS
Seminar
CO1 3 2

CSC-413 Neural Networks Lab
Course Outcomes:

1. Implementation of Neural Networks algorithms Java/ Python/ Matlab

CSC-413 Neural | PO1 PO2 | PO3 PO4 POs5 PO6 PO7 POS8
Networks Lab
CO1 3

CSC-414 Machine Learning Lab
Course Outcomes:

1. Implementation of Machine Learning algorithms in Python

CSC-414 Machine | PO1 PO2 | PO3 PO4 PO5 PO6 PO7 PO8
Learning Lab
CO1 3

Open Elective of Science Stream
Course Outcomes:

2. To make the students learn about different streams of Science

Open Elective of | PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | POg9 | PO10 | PO11 | PO12 | PO13
Science Stream

CO1 1 3 3

Elective (Non-Science)
Course Outcomes:

1. To get acquaintance with arts subjects.
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Elective (Non- | PO1 | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | POg9 | PO10 | PO11 | PO12 | PO13
Science)
CO1 3 1

IX Semester

CSC-501: DATA MINING
Learning Objectives & Outcomes

The student will learn to approach data mining as a process, by demonstrating competency in the
use of data mining to the decision-support level of organizations
e The students will learn to categorize and carefully differentiate between situations for
applying different data-mining techniques
o Identify appropriate methods to address a given problems with data mining methods such
as frequent pattern mining, association, correlation, classification, prediction, and cluster
and outlier analysis
e Able to design and implement data-mining solutions for different applications
e Proficiency in evaluating and comparing different models used for Data Mining

UNIT 1: Introduction: Knowledge discovery from databases, scalability issues Data Preparation:
Pre- Processing, sub- sampling, feature selection.

UNIT 2: Classification and Prediction:Bayes learning, decision trees, CART, neural learning,
support vector machines, associations, dependence analysis, rule generation.

UNIT 3: Deviation Detection: Cluster Analysis and Deviation Detection: Portioning algorithms,
Density bases algorithm, Grid based algorithm, Graph theoretic clustering.

UNIT 4: Temporal and spatial data mining.

BOOKS:

1. Data Mining Concepts & techniques: Jai wei Han and Micheline Kamber, Morgan Kaufman.
Data Mining Techniques : Arun K. Pujari, Universities Press, Fourth Edition, ck and
ps2016.

3. Mastering Data Mining: M. Berry and G. Linoff, John Wiley & Sons., 2000

Course Outcomes:

The student will learn to approach data mining as a process, by demonstrating competency in the
use of data mining to the decision-support level of organizations

2. The students will learn to categorize and carefully differentiate between situations for applying
different data-mining techniques

3. Identify appropriate methods to address a given problems with data mining methods such as
frequent pattern mining, association, correlation, classification, prediction, and cluster and outlier
analysis

4. Able to design and implement data-mining solutions for different applications

5. Proficiency in evaluating and comparing different models used for Data Mining

| CSC-501 Data Mining |PO1 |PO2 |PO3 [PO4 |PO5 [PO6 |[PO7 |PO8 |
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CO1 3 3 3 3
CO2 3 3 3 3
COs3 3 3 3 3
CO4 3 3 3 3
COs5 3 3 3 3
CSC-502: INFORMATION RETRIEVAL AND WEB SEARCH
COURSE OUTLINE

Information retrieval is the process through which a computer system can respond to a user's
query for text-based information on a specific topic. IR was one of the first and remains one of the
most important problems in the domain of natural language processing. Web search is the
application of information retrieval techniques to the largest corpus of text anywhere. The course
focuses on IR methods for the processing, indexing, querying, organisation, and classification of
textual documents, including hypertext documents available on the world-wide-web.

Prerequisites

e Students must know Data Base Management Systems.

e They must also have the concept of different types of algorithms used for searching data.

e They must also have minimal knowledge of natural language such as thesaurus, synonyms, etc.

Objectives:

e To provide the foundation knowledge in information retrieval.

e To present scientific support in the field of information search and retrieval.

e Demonstrate the usage of different data/file structures in building computational search
engines.

e Students will be able to learn different indexing techniques to apply database systems.

Unit 1: Boolean Retrieval, The term vocabulary and postings lists: Document delineation and
character sequence decoding, determining the vocabulary of terms.

Unit 2: Dictionaries and tolerant retrieval: Search structures for dictionaries, spelling correction.
Scoring, term weighting and vector space model, the vector space model for scoring, variant tf-idf
functions.

Unit 3: Computing scores in a complete search system: Efficient scoring and ranking,
components of an information retrieval system. Evaluation in information retrieval.

Relevance feedback and query expansion: Relevance feedback and pseudo relevance feedback,
global methods for query reformulation.
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Unit 4: Text classification and Naive Bayes: Naive Bayes text classification, The Bernoulli model,
Feature selection, Evaluation of text classification

Vector space classification: Document representations and measures of relatedness in vector
spaces, Rocchio classification, k nearest neighbor, Web search.

BOOKS
e Christopher D. Manning, Prabhakar Raghavan, Hinrich Schutze, Introduction to
Information Retrieval, Cambridge University Press
e Somen Chakrabarti, Web mining, Elsevier Publication
e Grossman, Information Retrieval : Algorithm and Heuristics, Springer

Course Outcomes:

1. To provide the foundation knowledge in information retrieval.
2. To present scientific support in the field of information search and retrieval.
3. Demonstrate the usage of different data/file structures in building computational search engines.
4. Students will be able to learn different indexing techniques to apply database systems.
CSC-502 Information | PO1 PO2 | PO3 PO4 PO5 PO6 PO7 PO8
Retrieval and Web search
CO1 3 3 3
CO2 3 3 3
CO3 3 3 3
CO4 3 3 3

CSC-503: SOFT COMPUTING

Pre-requisites: Basic understanding of Neural Networks.

Soft computing is an emerging approach to computing which can parallel the remarkable ability of
the human mind to reason and learn in an environment of uncertainty and imprecision. Soft
computing is based on some biologically inspired computing paradigms such as Genetic
Algorithms, Evolutionary computing, Particle Swarm Optimization, human nervous system, etc.
Applying Soft Computing can help in solving real-time problems that cannot be solved using
mathematical modeling. Varied applications of Soft Computing include Computer Vision, medical
diagnosis, pattern recognition, network optimization etc.

Course Objectives
This course will uncover the fundamental concepts used in Soft computing. The concepts of fuzzy
logic, Neuro-fuzzy computing, genetic algorithms will be discussed. Applications of Soft Computing
techniques to solve a number of real life problems will be covered to have hands on practices. In
summary, this course will provide exposure to theory as well as practical systems and software used
in soft computing. Broad Objectives of the course are:

e To develop understanding of Fuzzy logic and its applications.

e Solve problems using Neuro-fuzzy computing and its applications.

e In-depth study and discussion on Genetic Algorithms and Evolutionary computing.
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e Apply Particle Swarm optimization, ant colony optimization and other algorithms to real
life problems.
e Laboratory exercises to covered in Lab sessions.

Unit 1: Foundations: Stochastic processes; Principal Component Analysis; Learning theory;
Generalization and Regularization; Simulated Annealing.

Unit 2: Fuzzy Sets; Chaos theory; Evolutionary algorithms and genetic programming

Unit 3: Methodologies: Neural networks architectures for complex pattern recognition tasks -
Fuzzy neural networks and chaos in neural networks

Unit 4: Particle search optimization, Artificial Bee colony search, Ant colony algorithm and similar
algorithms.

Books

1.Neuro Fuzzy & Soft Computing - J.-S.R.Jang, C.-T.Sun, E.mizutani, Pearson Education

2.Digital Neural Network - S.Y.Kung, Prentice Hall International Inc.

3.Spiking Neural Networks - Wulfram Gerstner, Wenner Kristler, Cambridge University Press.
4.Neural Networks and Fuzzy Systems: Dynamical Systems Application to Machine Intelligence -
Bart 